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Abstract world but was not in the driving simulator. The

interrupting task was initiated by a visual stinsulu
presented to the driver in the simulator and it had
to be completed verbally. The driver had to indiat
the switch to the new dialogue thread verbally.

We were interested in three elements of the
model of this human-human interaction. First, we
investigated how the urgency of the interrupting
task affects the timing of the interrupting taske W
hypothesized that more urgent interruptions will be
dealt with more quickly.

Next we looked in which dialogue state partici-
pants choose to initiate a switch to the interupti
dialogue thread. We define the state of the dialo-

Humans can carry on multi-threaded spoken dial§ue in terms of whether the speakers are in the
gues in which several dialogue threads overlap fRidst of an adjacency pair.
time. Humans can do this while they are involved Finally, we explored the relationship between
in manual-visual tasks, such as driving. For exanflriving task difficulty and how quickly participat
ple a driver can discuss the weather with one pd§itiated an interruption. From our previous expe-
senger in the car, while periodically talking toiments we know that driving task difficulty has a
another passenger about directions. However, it §§@nificant influence on the performance of spoken
an unsolved problem how to enable humariasks in the simulator. Therefore, we expect that
computer spoken multi-threaded interaction, espériving task difficulty (and in general manual-
cially while the human participant is involved in avisual task difficulty) has to be incorporated ur o
manual-visual task. Our major hypothesis is thanodel. We hypothesized that participants will re-
this problem can be solved by applying models &Pond to interruptions more quickly when the driv-
human-human interactions to human-computéfd task is less difficult.
interactions.

In this paper, we describe an experimental ap- Related Research

proach to model human-human spoken interactiogge investigate the use of multi-threaded dialogues
in the presence of a manual-visual task, specificalimjjarly to cognitive load studies in which paftic

ly driving a simulated car. We performed experinanis switch between two separate manual-visual
ments with pairs of participants W_ho were involved, gis (McFarlane, 1999). In our prior work we ex-

in an ongoing task but periodically needed tR:ored the timing of switches between dialogue

switch to an interrupting task. In the ongoing tasl, eads in human-human conversations, depending
one of the participants drove a simulated car ang, ipe urgency of the interrupting task (Heeman,

received verbal navigation instructions from thengs5) we found that some participants varied the
other participant who had a map of the simulateglace within a dialogue where they switch to the

We discuss the design and preliminary re-
sults of an experiment for modeling hu-
man-human multi-threaded dialogues. We
found that participants tend to complete ad-
jacency pairs in dialogues before switching
to a new dialogue thread. We also have in-
dications that, in the presence of a manual-
visual task, the difficulty of the task influ-
ences switching between dialogue threads.

1 Introduction



interrupting task, depending on the urgency of the
interrupting task. However, the tasks were artifi-

cial, that of playing a card game and determining
whether a player has a certain colored shape on
their computer screen. Furthermore, only gross
discourse structure was examined, rather than the
local discourse phenomena of adjacency pairs.

3 Experiment

Two participants took part in each session. One
was assigned the role of a police officer, and the
other was the dispatcher. The police officer operat
ed the driving simulator, while the dispatcherisat
another room. Participants used headsets and mi-
crophones to communicate with each other. This
task was related to the ongoing work at the Univer-—
sity of New Hampshire on the Project54 system.
The Project54 system integrates devices in police || Starting
cruisers and provides a speech user interface@ point
these devices (Kun, 2004). Our use of navigation
as the ongoing task was inspired by the Map Task
experiments (Anderson, 1991). i
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We conducted our experiments in a high-fidelity
driving simulator with a 180° field of view and a_ 7i: S  s—  e— __
motion base, as shown in Figure 1. The simulat

presented a city scenario with two-lane (one lane

for each direction) roads (7 meters wide). The city ‘ ‘ ‘ ‘

consisted of sixteen intersections organized in a Figure 2. Blocked streets and possible path.
four-by-four grid, as shown in Figure 2. The limits

of the area were marked with construction barrel8.2  Interrupting task

The officer was instructed not to drive past the ba
rels. Participants were not allowed to travel fast
than 30 mph and they were required to stop

every stop sign, in order to lower the possibitity
motion sickness (Mourant, 2000).
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Periodically the officer was presented with a visua

%timulus. The officer then had to tell the dispatch
out the visual stimulus. Visual stimuli consisted

of a text message and a progress bar. We used two

different text messages for the interrupting task t

The dispatcher had a map with four marked I% o : . .
. , . ake sure that the participants shift their attemti
cations that the officer had to visit. In ordereto- from the ongoing task.

sure that the_officer and the dispatc_her engaged NA progress bar was used to inform the officer
a dialogue W'th each other_, some city Streets wegg . 4 the urgency of the stimulus. Visual stimuli
also blocked with construction barrels, as shown .4 one of two urgency levels. Officers had to re-
Figure 2. The barrel locations changed dynamicaé— '

. o . . ““Spond to “urgent” visual stimuli (47% of all visual
ly depending on the officer’s location. The Oﬁ'cerstimuli) within 10 seconds. For “non-urgent’ visu-

had to e)iﬁla'g. to tthlf? dlspa:tdcherklf a streﬁt Waf stimuli officers had 20 seconds to respondhéf t
open, o the dispatcher could make Corrections (.o fajled to inform the dispatcher about awvis

his/her instructions. al stimulus within these time limits, the car would
stop moving for 10 seconds (these car break-downs
were controlled by the experimenter). Participants
were told to complete the ongoing task as fast as



possible, and car break-downs provided an addige 1.3 seconds), who investigated reading mes-
tional incentive to inform the dispatcher about vissages on a heads-up display while driving. A rea-
ual stimuli quickly. sonable explanation for this is that in our experi-
ment the officer was engaged in verbal communi-
cation with the dispatcher and did not pay as close
Participants were given an overview of the simulattention to the messages as the participantsein th
tor, and were trained to perform the ongoing taskudy of Tsimhoni et al. Even more likely, the of-
and then both tasks. Training took about 10 mficer was complying with established conventions
nutes. Participants then performed the actual exps- human-human dialogue, and so waited for a
riment which lasted about 30 minutes. At the enguitable point in the interaction. This waiting for
participants completed questionnaires and receivegportunity to speak slowed down his/her re-
a debriefing. The experiment was completed by teiponse.

participants (five pairs) between 20 and 43 yeérs o We next analyzed what dialogue states allow
age. The average age of the participants was abgéople to initiate a dialogue thread switch. Figlire

3.3 Procedureand participants

30 years and 30% were female. shows a model of the local dialogue state of the
ongoing task, based on sequences of adjacency
4 Analysisand Results pairs (Schegloff, 1973). In the first part of anaad

- cency pair, either the dispatcher or the policecoff
We recorded the speech of all participants, as W%IT speaks (e.g. poses a question). We denote the

as the car position. Vehicle data was collected Alst part with “a” when the dispatcher speaks and
10 Hz, resulting in about 90,000 vehicle datd; «e” when the officer speaks. After a pause
points for 2.5 hours of driving. We also recorde Jenoted with “b” after the dispatcher speaks and
the time the visual stimuli appeared and synchrep: after the officer speaks), the dialogue conésu

nized these times with the audio recording of tr\(;\:,ith the second part of t'he adjacency pair. The
participants. The five pairs of participants wergg.,nq part is denoted with “c’ when the officer
presented with a total of 286 visual stimuli. speaks and with “g” when the dispatcher speaks.

We analyzed three aspects of t_he data. First_ ally, when the second part ends, and before the
looked at the average response time Qf the OFfiCRE ¢ first part begins, we have a pause in thedial
to urgent and non-urgent visual stimuli. We foungue denoted with “d.”

no significant difference in response time depend- First Part Second Part
ing on the urgency of the interruption (one tail t- 3

test p=0.434), possibly because participants did no* . : : ¢
realize that some interruptions were more urgent  —2seaicherspeaking | [ Poice officerspeaking ] |
than others. Time [ Police officer speaking Dispatcher speaking
d,ie e . g e d
=z 4 B Non-urgent O Urgent H H :
E 3.5 - & & Figure 4. Adjacency pairs.
g 3 ] We coded each presentation of a visual stimulus
o %5 with “a” through “g” based on where it happened
g 2 7 with respect to the model in Figure 4. Each presen-
v L5 tation resulted in the eventual initiation of ateirn
g 1 ruption (switch to the interrupting task). We also
£ 0.5 - coded the interruption initiated by the officer éas
& o - on where it happened with respect to the model in
1 2 3 4 5 Figure 4. Note that the officer could have ignored
Subject pair the visual stimulus, but this happened only 5 dut o
Figure 3. Average response times. 286 times, hence we did not further consider these

. cases. This left us with 7 x 7 = 49 possible types
Figure 3 shows the plot of average responsg . . . .
. . o . _of interruption. In this paper, we decided to focus
times for different participants. The response §me__ . : . : .

on interruptions in which the stimulus occurred

are slower (average around 2.8 seconds for all Ca8ing the first part of an adiacency pair (“a” or
es) than reported by Tsimhoni et al. (2001) (aver- 9 P ) yp



“e") as this is the point in the local discourseist terrupted the first part, or waited until the cancl
ture that is the most embedded. sion of the adjacency pair. This might indicatet tha

When a stimulus is presented during the offigearticipants were trying to avoid having the first
er's first part (“e”) 10% of the time the officem-i part of an adjacency pair pending during a thread
terrupts his/her own first part (“ee”). In 25% bt switch, so that there is a simpler discourse cantex
cases he/she completes the first part and then in-resume to. However, more analysis is needed to
troduces the interruption (“ef”). In about 1% o&th fully explore this issue, including examining other
cases the officer introduces the interruption dyrrinstimulus points, and distinguishing between differ-
the dispatcher’s second part (“eg”). Most often, ient types of adjacency pairs.
51% of the cases, the officer waits until after the Our analysis also shows that we need to further
adjacency pair is over (“ed”). In about 11% of theevise our task setup. We need to revise the expe-
cases the officer introduces the interruption dyrrinrimental setup so that the urgency of the interrupt
the first part of the next adjacency pair when thieg task is more realistic. We also need to better
dispatcher is speaking (“ea”). Finally, in 3% oéth balance the easy with the difficult driving seg-
cases he/she interrupts after the dispatcher’s fireents in order to better understand the impact of
part in the next adjacency pair (“eb”). driving difficulty.
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